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Abstract—Ethics has become a prevalent and important
criterion for academic research. However, achieving ethical
compliance in practice is a highly complex and specialized
task. In the field of computer security research, although
top-tier conferences all have set out visions for ethical
compliance, researchers may encounter practical dilemmas
such as the lack of assistance from legal departments and
the absence of specific domain guidelines, leading to various
realistic obstacles to ethical treatment.

This paper provides a comprehensive investigation of
ethical considerations in computer security research. We first
summarize the ethical requirements of top-tier security and
network conferences. Then, based on a survey of 6,078 aca-
demic papers and an online investigation of 248 researchers
mainly from a Chinese security community, we reveal the
current status and practical issues of ethical considerations
in security research. In particular, given the plight of the
lack of authoritative ethical guidance, we offer a series
of suggestions on how researchers at institutions without
authoritative departments could best mitigate ethical risks.
We also raise several open questions, and expect to help
seek paths towards better ethical compliance for the security
community.

Index Terms—Ethical Considerations, Security Research, In-
stitutional Review Board

1. Introduction

Security research has become an increasingly popular
area in both academic and industrial worlds of computer
technology. The scale of the security community, includ-
ing the number of security researchers and projects, is
in rapid growth. However, considerable research method-
ology (e.g., infiltration studies) and outcomes (e.g., the
discovery of unknown vulnerabilities) potentially bring
harm to both humans and computer systems. As a result, it
has been increasingly recognized that security researchers
should perform their studies under ethical principles. In
recent years, several top-tier security conferences have
made explicit ethical requirements in their Call for Papers
(CFPs), and failure in adhering to the principles can be
grounds for rejection.

In the scope of computer security, it has been dif-
ficult to define concrete principles about what research
is ethical. There are several well-acknowledged ethical
guidelines such as the Belmont Report [16] (published
in 1978, for biomedical research) and the Menlo Re-
port [23] (published in 2012, for information and com-
munication technology research). However, the reports
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only provide outlined guidance (e.g., beneficence in the
Belmont Report) and leave practical instructions (e.g.,
how to practically fulfill beneficence in network probing
experiments) undeveloped. Alternatively, to get assistance
in addressing ethical concerns and mitigating risks, re-
searchers may consult specialized departments established
by their institution, such as an institutional review board
(IRB). However, in practice, many institutions have not
yet established such ethical departments, leaving security
researchers themselves to make ethical decisions. As a
result, security researchers often end up with one question:
how may we address ethical concerns in security research,
especially when authoritative departments as IRBs are not
available?

This paper provides a survey on ethical considerations
in computer security research. We begin by describing
“visions”, i.e., the ethical principles expected by major
security conferences. Through reviewing historical CFPs,
we depict the evolving timeline of ethical requirements.
We then investigate the “reality”, i.e., how are security
researchers understanding ethical principles and address-
ing ethical concerns. The task is made possible through
filtering of 6,078 academic papers published at 5 top-
tier conferences, as well as a user study involving 248
researchers. Finally, we make recommendations to “paths
forward”, on how security researchers should adhere to
ethical principles.

Our study suggests a positive outcome: an increasing
percentage of published security papers are discussing
how their experiments comply with ethical principles.
However, only less than 40% of them receive professional
guidance, and our user study confirms a shortage in the
establishment of such specialized departments. From the
results, we also summarise how researchers may address
ethical concerns when departments like IRBs are not
available, including referring to best practices of previous
work, proactively seeking all possible legal advice, design-
ing experiments carefully with experienced experts, and
describing ethic-related experimental steps as clearly as
possible in the paper. We also raise several open questions,
such as the specific ways to establish ethical guidance for
fine-grained research fields, and give preliminary discus-
sions.

2. Ethics Required by Security Conferences

From the CFPs, we first summarise the history and de-
velopment of ethical requirements from academic confer-
ences. To begin with, we consider five top-tier and repre-
sentative venues from the computer security and network
academia: IEEE Security and Privacy (S&P), USENIX
Security Symposium, ACM Conference on Computer and



Figure 1. Timeline of ethical requirements made by top-tier conferences.

Communications Security (CCS), ISOC Network and Dis-
tributed System Security Symposium (NDSS) and ACM
Internet Measurement Conference (IMC). For each con-
ference, we download and manually review their historical
CFPs to look for requirements about research ethics.

Figure 1 depicts the timeline of ethical requirements
from the 5 top-tier conferences. Starting from its CFP in
2009 [7], ACM IMC is the first conference that explicitly
required authors to discuss ethical considerations in their
submissions, particularly on how they process privacy data
and report vulnerabilities. The remaining four conferences
had all made explicit ethical requirements in their CFPs
by 2017. According to their latest editions, all five security
conferences have decided that failure in properly address-
ing ethical considerations can be grounds for rejection.

Since the initial and cursory descriptions in the CFP of
IMC 2009, ethical requirements by security conferences
have been evolving for over ten years and nourishing
general principles. Below we summarise three of them
that have become practical consensus across security con-
ferences [8], [31], [37], [49]:
• Human subjects research. Studies involving human

subjects, either directly (e.g., experiment on human
subjects) or indirectly (e.g., processing data from hu-
man subjects), should state whether they have received
approval from the ethical institutional review boards
(IRB) of the authors’ institutions. Research of this kind
should avoid putting humans at risk to the extent pos-
sible, and explain how their methodology can protect
humans from being affected by the experiments.

• Protecting private data. Studies that process person-
ally identifiable information (PII, e.g., human names
and network addresses) or other sensitive data should
adopt concrete methodology (e.g., proper anonymiza-
tion) that mitigates risks of data breaches. Research of
this kind should also follow policies about data sharing
(e.g., by only processing private data on designated ma-
chines that are disconnected from the public Internet).

• Vulnerability disclosure. Studies that identify soft-
ware and hardware vulnerabilities pose potential harm
to the corresponding users, if the attack methodology
is maliciously exploited. As a result, authors are obli-
gated to report the vulnerabilities to vendors and leave
sufficient time (generally 45 to 90 days [6], [58]) for
the problems to be fixed before publication of their
research.
Apart from the general principles, some security con-

ferences also emphasize on particular perspectives of eth-
ical considerations. Submissions to these venues should
also fulfill these requirements in order to be accepted.
To name a few, IEEE S&P has been requiring authors to
state both financial and non-financial competing interests
since 2021 [37], [38], and ACM makes ethical regulations
for computing professionals that apply to all of its spon-

soring conferences [13]. Starting from 2022, ACM IMC
is requesting IRB approval/exemption documents for all
submissions involving human subjects [8]; if no author’s
institution has an IRB, the authors are then required
to explicitly explain how their work meets the ethical
principles outlined by ACM [14].

We also find that a growing group of other security
conferences also make similar ethical requirements in their
recent CFPs, including IEEE European Symposium on
Security and Privacy (EuroS&P) [36], International Sym-
posium on Research in Attacks, Intrusions and Defenses
(RAID) [48], the Annual Computer Security Applica-
tions Conference (ACSAC) [4] and IEEE/IFIP Interna-
tional Conference on Dependable Systems and Networks
(DSN) [34]. Ethical discussions are also increasingly re-
quested in submissions to artificial intelligence (AI) con-
ferences, including the Association for the Advancement
of Artificial Intelligence Conference (AAAI) [15], the
International Joint Conference on Artificial Intelligence
(IJCAI) [32], the Conference on Empirical Methods in
Natural Language Processing (EMNLP) [18] and the
Conference on Computer Vision and Pattern Recognition
(CVPR) [33]. On the other hand, several conferences have
not yet made ethical requirements in their latest CFPs,
such as the European Symposium on Research in Com-
puter Security (ESORICS) [35]. As a result, submissions
to these venues may fall short in ethical considerations.

3. Ethical Solutions in Security Research

According to the CFPs of major conferences, com-
pliance to ethical principles (or even explicit approval
from an IRB) is becoming a prerequisite for security
research to be accepted. As a result, it becomes urgent and
necessary for computer security researchers to determine
whether their studies raise ethical concerns, as well as
gain knowledge on how to properly address them.

This section sheds light on the status of ethical solu-
tions in security research from two perspectives. We first
present an extensive survey on published security litera-
ture, to understand how they successfully fulfilled ethical
requirements. Further, we perform a user study involving
248 participants, including security researchers with past
studies rejected due to ethical concerns or ongoing works
involving human subjects, and gather their opinions on
compliance with ethical principles. The survey reflects
particularly on cases without an IRB, as major intervie-
wees are from China, where such ethical departments are
still rare among institutions.

3.1. How are ethical concerns addressed in pub-
lished security literature?

Our survey focuses on papers published at the same
group of top-tier security and network conferences: IEEE
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Figure 2. Percentage of papers published at 5 conferences that: discussed
ethical considerations, mentioned IRBs and received IRB approvals.

S&P, USENIX Security Symposium, ACM CCS, ISOC
NDSS and ACM IMC. We seek answers to the following
questions: (1) By what percentage do security research
raise ethical concerns? (2) How many of them are sup-
ported by specialized ethical/legal departments, like IRBs?
(3) How may security researchers address ethical concerns
without explicit approval from such departments (e.g.,
when no author’s institution establishes an IRB)?
Paper collection. To begin with, we build a web crawler
on top of Chromium [1] and download all papers pub-
lished at the five venues from Jan 2003 to Dec 2021
(19 years of publication, 6,078 papers in total). We then
compile a list of keywords associated with ethics (e.g.,
“ethic”) and search for them in all downloaded papers.
This keyword-based filter narrows the scale down to 718
papers (11.8% of 6,078). Finally, all 718 papers are man-
ually reviewed by three of our security researchers, and
we exclude works that contain keywords but do not actu-
ally involve human subjects (e.g., the word “ethic” only
appears in their references). In the end, we confirm that
621 (10.2% of 6,078) papers have raised ethical concerns
or discussed ethical considerations. Ethics considerations
of our paper collection process are listed in Section 5.2.
Solution 1: Seeking for explicit approval from IRBs
and other ethical/legal departments. Through manual
review, we find that 247 papers (39.8% of 621) attempted
to reach to an IRB or similar ethical departments, with
an overall approval rate of 83.0% (205 of 247). Among
the remaining 42 papers, 35 are exempted because IRBs
determine their studies do not involve human subjects;
3 are instead supported by legal departments [17] or
ethics officers [30] of the authors’ institutions; 4 proceed
with their study, claiming that they follow general ethical
principles (e.g., the Menlo Report [23]) and best practices
established by previous work.

Figure 2 shows the percentage of papers that discussed
ethical considerations, reached to and approved by an IRB
or similar departments. Note that, the specific name of
the department responsible for authoritative review may
vary in different institutions. For ease of presenting, we
marked all of them as “IRB” in Figure 2. On the positive

side, we find that a growing part of papers published at
the 5 top-tier conferences are actively taking into account
ethical perspectives, which can be a result of increasing
requirements made by the CFPs. Particularly, over half
of all papers published at ACM IMC 2021 explicitly dis-
cussed ethical considerations. However, the ratio of works
that received guidance from specified ethical departments
(e.g., IRBs) remains limited.
Solution 2: Seeking for compliance with common
ethical standards and practical guidelines. Although
an increasing number of published papers are discussing
ethical considerations, we find that most decisions on
compliance with ethical principles are still made by re-
searchers themselves. Without support from an IRB or
similar legal departments, security researchers may do
the following to mitigate ethical risks (summarised from
published papers):

• Seek for legal advice [9], [25], e.g., from lawyers,
about sensitive data collection and processing.

• Seek for common ethical principles, e.g., those re-
leased by large academic institutions and confer-
ences, as well as local judicial requirements [20],
[24], [61].

• Follow general ethical guidelines [41], [42], [46].
• Discuss research methodology with administrators of

tested networks [10], or companies [53], [60] that
provide technical support.

• Refer to best practices established by previous
work [51], [55].

• Follow domain-specific codes of ethics, e.g., [21],
[22], [28] with Tor Research Safety Board [3].

• Use anonymized data [44], [50].
• Disclose vulnerabilities in time [52], [59].
• Provide extensive discussion on ethical considera-

tions in submitted papers [11], [12], [45], [56].
Limitations. Our observation was limited to papers that
have explicitly mentioned ethics-related terms and may
have missed some papers that discussed semantics but
failed to match keywords (i.e., false negatives). As we
have filtered out false positives by manual review, our
estimate of the ethics-mentioned paper may represent a
lower bound. Besides, it would be insightful to identify
papers where ethical considerations should have been
discussed but were not. However, finding such work from
thousands of papers is highly challenging and would be
left as our future work.

3.2. How do security researchers understand and
adhere to ethical principles?

From published security literature we cannot gain a
comprehensive view of ethical solutions (e.g., rejected
and flawed submissions are overlooked), as well as re-
searchers’ understanding of ethical principles. To this end,
we design an online survey and perform a user study, par-
ticularly involving researchers based in China where IRBs
for computer security are rare among institutions. Ethical
considerations of the survey are listed in Section 5.2.
Participants of the survey. A total of 248 persons partic-
ipate in our survey. Among them, 199 (80.2% of 248) are
affiliated with universities or research institutes, including
122 (49.2% of 248) professors/lecturers, 63 (25.4% of
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Figure 3. Confidence in understanding common ethical principles.

248) students and 14 (5.6% of 248) research staff. Another
37 (14.9% of 248) are employees of security companies,
and the remaining 12 participants (4.8% of 248) come
from government agencies and other organizations. From
participants who voluntarily inform us about the countries
they reside in, we estimate that 92.2% of all 248 intervie-
wees are from China. The full content of the questionnaire
has been released in [2]. The main questions and results
could be summarised as:
Q1: What is your confidence in understanding com-
mon ethical principles of security research? Figure 3
shows the participants’ overall confidence in understand-
ing common ethical principles. Participants affiliated with
research institutes have a better understanding of ethical
principles, and over half of teachers and students show
passable or high confidence. However, we find a somehow
worrying situation: 6.7% of all participants claim that
they do not have any knowledge about ethical principles,
including two university teachers and six students commit-
ted to security research; among teachers and staff affili-
ated with research institutes, over 33% of them indicate
low confidence or even no knowledge. Although those
researchers may have not been exposed to ethics-related
projects yet, it is necessary for the security community to
help them gain “more confidence” in their fields.
Q2: Is there an IRB or similar department in your
institution that reviews security research? How can
you receive guidance on compliance with ethical prin-
ciples? 16.1% of participants indicate their institutions
have established IRBs (of any subject), yet only 6.0%
respond that their IRBs could provide guidance to security
research. Therefore, at least within the security community
we surveyed, the range of researchers who could get
professional guidance from IRBs is quite limited. We
also investigated the channels through which researchers
learned ethics-related regulations. The most common way
is “self learning” (63.2%), including referring to published
studies and learning ethical requirements made by confer-
ence CFPs. The second is to be reminded by the supervi-
sors or other collaborated researchers (45.5%). Educations
such as courses and lectures (32.5%) and feedback from
reviewers (30.7%) are also the main sources of ethics
guidance. Only 8.7% of the participants indicated that
their ethics compliance guidance came from authoritative
legal organisations as IRBs, which further illustrates that
authoritative organizations currently play an inadequate
role in guiding security experiments practically.
Q3: Are there ethical considerations associated with
your ongoing/past security research? How do they
come to your attention? Do you have difficulties ad-
dressing them? We also investigated whether their con-
ducted or ongoing research projects involved with ethical

issues. 16.1% of participants explicitly stated that they
were involved, and a high percentage (39.5%) of partici-
pants encountered confusion in identifying whether their
projects have ethical risks. In particular, 13 researchers
reported that there might be ethical issues in their research
projects, but were not sure how to mitigate correspond-
ing risks. In addition, 43 researchers reported that their
work had been ethically challenged by reviewers; 3 even
say that it is still unclear to them how their experiment
could be improved to mitigate ethical risks (or whether
certain experimental procedures are high-sensitive ones
that should be deleted). We also investigated the ways they
identified ethics-sensitive parts of their research projects.
The results showed that the vast majority (53.6%) relied
on the researchers’ individual judgement rather than certi-
fication from external professional organizations as IRBs
(21.4%). It suggests that the current treatment of ethicality
by researchers could be highly subjective, which may
create opportunities for unconscious ethical violations.
Q4: What are your recommendations to addressing
ethical considerations in security research? Participants
also shared their suggestions on how to build a more
ethical-compliant security community. First and foremost,
is the urge for research institutions to establish profes-
sional communities as IRBs for supervision, and make
strict policies to ensure any research project that may
involve ethical issues for review to mitigate the risks. At
the same time, the academic security community should
also make effort to establish ethical guidelines for specific
areas (e.g., by setting up area-specific working groups
and publishing practical examples as the Tor community
[3]). Furthermore, we need to enhance the training and
education of researchers through lectures, training classes
and courses to raise their attention on ethical compliance
and help them to form the habit of thinking proactively
of ethical issues. In addition, researchers need to describe
the detailed experimental steps and explain the handling
of ethically sensitive parts in their paper. It could both
alleviate the potential confusion of reviewers, and also
provide a reference for other researchers in follow-up or
similar future work.

4. Recommendations

Based on the survey for authoritative reports and previ-
ous work, we draw the following takeaways to help new-
comers better consider and achieve ethical compliance.
In this section, we offer recommendations on: (1) where
to learn ethical requirements, (2) how to design ethical
experiments when authoritative ethical departments are
not available, and (3) how to present a proper discussion
on ethical considerations in the paper.

4.1. Understand Ethical Requirements

1. Learning from authoritative principles and guide-
lines. Ethical norms are necessary for a wide range of
research fields. Several authoritative documents and com-
munity precedents have so far become the consensus
in academia and have been adopted as basic principles.
Therefore, we can learn from legal or authoritative doc-
uments to carefully design experiments, especially for
human-involving projects.
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General ethical principles. The Belmont Report is
an aggregate of fundamental principles [16], providing
guidelines for the ethical protection of human subjects in
biological or medical experiments. This report identified
three core principles: respect for persons, beneficence,
and justice. These principles have been adopted as ethical
norms in various research fields. Another authoritative
reference is the Menlo Report [23], which is a guiding
report on ethical principles specifically on information and
communications technologies. Inheriting from the Bel-
mont Report, this report added a fourth principle, respect
for law and public interest. Among the security papers
we surveyed in Section 3.1, we found 7 and 11 cited and
discussed Belmont Report and Menlo Report respectively.

Domain-specific guidelines or best practices. Sev-
eral research communities in specific domains have also
proposed guidelines or the best practices in their fields.
For example, network measurement studies often involve
sensitive data, which might leak privacy information or
expose user behaviors. Partridge et al. have discussed the
sound ethical considerations for all network measurement
papers [40]. Besides, network measurements are usually
conducted based on the public dataset. Allman et al.
discussed how to share and use network measurement
data, and provided some basic suggestions [5], especially
in a privacy-concerning way.
2. Consulting authoritative organizations. In principle,
studies on human subjects should be reviewed and ap-
proved by ethical review boards or equivalent agencies.
However, some institutions may lack such committees. As
an alternative, researchers can seek advice from authori-
tative organizations and conduct experiments in coordina-
tion with them.

Legal department. Researchers could consult law
enforcement agencies or law departments of universities
and to ensure that their experiments could adhere to
domestic or local laws (e.g., General Data Protection
Regulation (GDPR) in EU law [57]). Besides, they should
also comply with the agreements or policies provided by
the relevant organizations, like collaborating companies
and third-party providers.

Professional departments or experts. If the research
topics are not legally sensitive, it might be acceptable
to consult other professional departments. First, research
communities of several domains have specialized consult-
ing agencies and guidelines. For example, measurements
on Tor networks should follow the safety guidelines pub-
lished by the Tor research safety board [3], which are
followed by existing studies [21], [22], [27], [28]. Second,
an ethics feedback panel is a feasible option that can
provide suggestions for practice-based researchers, as was
done by [39]. Notice that such panels could also be official
legal committees that can provide professional approvals.
Last, or at least, we can also consult experts in the same
field, like the dean of the department, senior colleagues
and network administrators [10], [26].
3. Learning from university courses. Ethics courses
should ideally be set up as compulsory by the universities.
Several leading universities (e.g., UC Berkeley, Harvard
University) in the world have already set up ethics courses
or regarded them as entrance education. Besides, ethi-
cal principles in university teaching have been discussed
for years since 1996 [29]. It is necessary for university

students to get educated on ethics before starting any
scientific and humanistic studies.
4. Obtaining advice from peer-reviewers. As conference
programs become increasingly concerned with ethics, peer
reviewers are required to pay critical attention to ethical
discussion sections of papers. As such, authors may seek
advice from their reviewers or shepherds if they could
not provide sufficient evidence to prove the experiments
and data are ethical. They can either adjust their ap-
proaches based on the reviewers’ professional suggestions,
or provide more detailed explanations of their efforts to
reduce potential risks. In addition, releasing data process-
ing scripts, implementation codes or models is another
possible way to receive peer suggestions, while it is out
of voluntary.

4.2. Adhere to Ethical Principles

All ethical principles and legal guidelines should be
taken into consideration at the outset of experiment de-
signs. Based on published papers in the field of computer
security, we have outlined the following recommenda-
tions, including but not limited to:
Controlled experiments. Researchers should primarily
consider experiments in controlled environments, e.g.,
in private networks or simulators, rather than real-world
networks to minimise potential negative impact at best.
When such controlled environment is not inadequate, re-
searchers should also attempt to conduct experiments in a
“controlled” manner, e.g., attacking their own web service
accounts or scanning networks at an acceptable rate.
Adequate informed consent. All participants must ac-
tively and explicitly consent to the processing of their
data. Researchers are required to provide valid consent
for their studies based on existing guidelines like [19],
[47].
Mindful data collection. When collecting or exploring
any dataset, researchers should always pay attention to the
handling of sensitive data, like secret data of organizations
or personally identifiable information. It would be feasi-
ble to ensure data anonymity (e.g., avoiding collecting,
encrypting or removing sensitive data) and get permis-
sion from owners or administrators. If the experiment is
built on public data, attention should also be paid to the
requirements imposed by the publisher.
Reliable data storage and processing. Another key issue
is how to handle and retain the collected data. Researchers
themselves may have already gotten permission for the use
of data, while others might not. To this end, strict access
controls must be in place to ensure that only authorized
individuals have access to the data, or that the data is
processed under the supervision of experienced experts.
Secure data destruction. Destruction of (sensitive) data
should also be an essential part of the whole data process-
ing cycle, for which best practices and legal requirements
have already been proposed [43]. Researchers should care-
fully follow the requirements, and securely dispose and
destruct sensitive data both in electronic forms and paper
files upon completion of the research project [54].
Responsible disclosure and mitigation. While discov-
ering vulnerabilities, researchers need to consider how to
fix or mitigate the issues to avoid large-scale threats. They
could propose solutions or report issues to relevant parties
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like vulnerability disclosure programs, security response
centers, or research communities.

4.3. Provide Extensive Discussion in Papers

A well-organized discussion section on ethical con-
siderations is necessary to evaluate the work or to alert
follow-up researchers to potential risks. Here, we summa-
rize the main writing points learned from previous work.
Point out the risks. Authors need to sort out which
processes and operational steps of the experiment may
involve ethical risks. The direct, indirect, and potential
risks should be considered as comprehensively as possible
when designing experiments. It is also important to ex-
plain why such risks are unavoidable and how the benefits
(e.g., contributions) and the risks have been balanced.
Discuss whether the experiments have achieved ethical
compliance. Authors should state whether their experi-
ments comply with the ethical requirements or guidelines
in authoritative documents and laws, and explain what
they have done for achieving these. It is also possible to
cite and refer to the published papers or the best practices
in the same field.
Refine details like respect for people and protection of
privacy. For example, demonstrate whether and in what
manner user consent is provided by showing screenshots
or quotes; and whether data is anonymized and stored
under strict access controls.
Obtain professional guidance or approval from au-
thoritative departments. Guidance from authoritative de-
partments or experts could help to reduce ethical risks as
much as possible. Meanwhile, review and approval from
authoritative departments, such as IRBs or other similar
departments, is a strong proof of ethical compliance.

5. Discussion

5.1. Open Questions

Based on the observations in paper survey and online
investigation, we consider that there are still several open
questions requiring a concerted effort of the security com-
munity on ethics, including but not limited to:

1. How to establish consensus standards and spe-
cific guidance on ethics for sub-fields of security re-
search and make them easily accessible to researchers?
As far as we know, although there are several authoritative
consensuses on ethics such as the Belmont Report [16] and
Menlo Report [23], their requirements are quite abstract,
leaving a big gap from the practice of security research
experiments. It has been suggested in the online survey
that we could develop fine-grained ethical standards by
establishing working groups with experts and legal ad-
visors in various research fields, which may be a good
solution but need to be well organised by the security
community. In addition, establishing open platforms such
as the Wikipedia of security research for all the members
to maintain and share ethical compliance references and
guidelines may also be a feasible approach.

2. Is it fair to ask researchers at institutions without
sound ethical support to completely avoid conducting
any research projects that may raise ethical issues?

Some participants in the online survey suggested that
researchers without authoritative ethical guidance should
avoid any ethic-sensitive project at all. However, given the
complexities of different technical and economic back-
ground of research institutions, such a requirement may
be opinionated and would leave a significant number of
researchers in straitened circumstances. Certainly, in the
absence of professional guidance, researchers should try
to avoid conducting ethical risky projects, but the balance
is quite hard to control.

3. Can the security community provide more tech-
nical assistance to researchers who need guidance
on ethical compliance? Although there is a strong call
for research institutions to establish professional IRBs or
other legal communities for supervision, it is obvious that
the process would take a long time. Before legal support
is widely available in research institutions, it would be
helpful if the security community could provide some
public legal assistance (e.g., in the form of paid con-
sultation). Even if such services could not offer ethical
compliance proof with legal validity, they at least afford
specific guidance on the experiments, creating opportu-
nities for researchers to perform more ethics-compliant
security research projects.

4. How to make authoritative departments as
IRBs more useful in ethical guidance for security
researchers? Even for the existed authorities such as
IRBs, their current role in ethical guidance for security
researchers is hardly satisfactory. In our survey, 15 (6.0%)
of the 40 (16.1%) participants from institutions with
IRBs indicated that the authority was unable to provide
practical assistance. Improving the professionalism and
functionality of such authorities should be considered as
an important task for the security community.

5.2. Ethical Considerations of This Study

The user study in Section 3.2 is aimed at helping re-
searchers better achieve ethical compliance without ethics
review committees. It is supported and approved by the
security research community together with senior experts
in this field. Our institution does not require IRB review
for online survey studies. Nonetheless, we do our best to
mitigate ethical risks of the user study itself. Specifically,
all participants were enrolled voluntarily and received
information about the study purpose and how data would
be used, in order to ensure informed and affirmative
consent. We carefully designed insensitive questions, and
did not collect and retain personally identifiable informa-
tion (e.g., human names). Besides, we have provided an
“open questions” option to receive participants’ concerns,
suggestions, or complaints about the interview and the
research topic. The full questionnaire and the consent
information has been released in [2].

In addition, the survey in Section 3.1 only focused on
the published security papers, which was conducted based
on public data. The data was collected with a limited rate
under the campus network through our student accounts
of the school library, which has received permission from
the campus network administrator. The collected papers
are stored in the internal servers and only the authorized
researchers can access them. The paper files will not be
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shared with the public considering the intellectual prop-
erty rights and copyright of the relevant authors and the
original publishers. Besides, the dataset is only used for
research rather than profit or commercial purposes.

6. Conclusion

Ethical compliance has been increasingly concerned
by the security research community in recent years. How-
ever, the lack of authoritative ethical assistance and con-
crete guidelines poses various challenges for researchers
to fully comply with ethical requirements. This paper
provides a comprehensive survey of ethical considerations
in security research, including the “visions”, i.e., the prin-
cipal ethical requirements of top-tier security and network
conferences, the “reality”, i.e., the current researchers’
treatment of ethical risks and the practical issues they
encountered, and the “paths forward”, i.e., suggestions
toward better ethical compliance for the security commu-
nity.
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